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Abstract

Although sampling is a crucial component of research methodology, it has received little attention in intervention research with populations at risk for HIV infection. We review the challenges involved in sampling these populations for evaluating behavioral and social interventions. We assess the four strategies used for street and network sampling that have been reported in the HIV-intervention research literature and used because traditional probability sampling was not possible. The sampling strategies are: 1) targeted, 2) stratified, (3) time-space, and (4) respondent-driven. Although each has strengths and limitations in terms of its ability to produce valid results that enhance generalizability, the choice of a particular strategy depends on the goal of the study, characteristics of the target population, and the availability of resources and time for collecting and analyzing sampling-related data. Continued efforts are needed to improve the sampling strategies used in evaluation studies of HIV risk-reduction interventions.
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Introduction

The HIV/AIDS epidemic is a pressing public health issue, and valid scientific information is needed to guide community prevention efforts. The purpose of HIV-prevention research is to learn which interventions, when widely implemented, will reduce infection and disease¹. Thus, the generalizability of study results to different populations and settings is critical. However, the generalizability of results is dependent on high-quality sampling, because sample selection and composition are important considerations for the replication and dissemination of intervention studies.

Although probability sampling is broadly the ideal for facilitating the generalizability of results, selecting probability samples of populations at risk for HIV infection in order to evaluate behavioral and social interventions is often difficult and expensive. Street and network sampling strategies have been used in community-based intervention studies to minimize biases associated with non-probability sampling and to select either probability samples or representative samples of populations at risk for HIV infection.

Sampling options

Samples can be categorized into three broad categories on the basis of how they were selected. In probability sampling, each person of the
target population has a known, non-zero probability of selection, and such sampling allows inferences to the population on the basis of standard statistical theory. Probability sampling is regarded as ideal because standard statistical methods permit researchers to make inferences from the sample to the target population. Probability sampling provides a means of decreasing investigator- and respondent-associated biases, evaluating the reliability of estimates and the magnitude of the sampling error, and producing unbiased estimates that can be generalized to the target population.

In representative samples, researchers cover a broad cross-section of the target population to encompass its heterogeneity, and important characteristics are distributed similarly in both the sample and the population. Representative samples are ideal when strict probability samples cannot be selected, and they are preferable to non-probability samples.

Non-probability sampling provides valuable information for problem definition, but poses difficulties in generalizing study results. Non-probability samples may be biased by unknown magnitudes and direction as a result of how the samples were selected. Results from biased samples improperly influence conclusions about prevalence estimates of important variables and influence inferences regarding relationships between variables. Examples of non-probability sampling are quota sampling, in which a certain number of participants from certain demographic or behavioral subgroups are interviewed, and convenience sampling, in which accessible participants are interviewed. Although convenience sampling has been used in many HIV-intervention studies, several calls were made in the early 1990s for innovative procedures that would yield samples that were representative of the target populations.

The probability-sampling model of generalization is the most satisfactory model for explaining when and how results can be generalized. However, important as this model may be to enhancing external validity and the generalizability of results, selecting probability or representative samples of people at risk for HIV infection may be prohibitively costly in terms of time and money. In response to these challenges, an alternative model has been used in generalizing from study results obtained in community-based HIV intervention studies to the target population that is the focus of an intervention. This alternative model is based on the heterogeneity, or the diversity principle. According to this model, researchers are able to generalize a study effect from similar interventions (e.g., small-group interventions) implemented with heterogeneous populations (e.g., male drug users, women at risk for HIV infection) in different settings (e.g., a sexually transmitted disease [STD] clinic, a prison). Thus, the diversity model necessitates a reasonable number of studies of similar interventions, conducted with diverse populations in diverse settings. Researchers in HIV intervention studies have relied mostly on the diversity model rather than on the sampling model in identifying effective interventions for transfer to programs. Reasons for the dependence on the diversity model include the need to work through the challenges that are specific to community-based studies and those that are specific to the target populations, and the topics of investigation and the resources available for sampling-related activities.

Community-based HIV intervention studies

In response to the HIV epidemic, numerous evaluation studies of behavioral and social interventions have been implemented. These risk-reduction intervention studies provide a promising and crucial approach to the prevention of HIV infection. More specifically, the interventions aim to change individual-level sexual or drug-related risk behaviors and to change peer-related or community-wide norms and practices to support individuals’ efforts to adopt risk-reduction behaviors. Typically, researchers conduct the interventions with populations at high risk for HIV infection in geographically defined areas. In these interventions, researchers employ street or network sampling methods, apply behavioral and social science theories, and use experimental or quasi-experimental designs with concurrent comparison groups. Researchers use HIV risk behaviors and infection rates as outcome measures to evaluate the effect of these interventions (for example).

Internal and external validity

Important methodological dimensions of intervention studies, whether they are randomized clinical trials or quasi-experimental designs with concurrent comparison groups, are the internal and external validity. Internal validity refers to the absence of substantial differences between study groups at baseline. It is ensured either by using random assignment or an unbiased, systematic method of assignment to study groups. It is also crucial that there be no substantial differences in attrition between the study groups at follow-up. Many evaluations of HIV prevention interventions have used randomization, matching, or an unbiased, systematic method to select participants. These assignment methods ensure that biases in sampling are the same in both study groups (ensuring high internal validity) and allow confidence in measuring the intervention effect. They do not, however, ensure external validity because they do not require a representative or a probability sample of the population.

External validity, or the ability to make inferences from the study sample to the target population, is a
much more difficult issue and requires that the sample be a probability sample or a representative sample\textsuperscript{2}. In recent years, medical research has attempted to increase the diversity of study samples in clinical trials, to improve the ability to generalize from study results to the target population\textsuperscript{30,31}. In clinical trials of medical interventions, there is now more emphasis on including women and men of various ages, racial backgrounds, and stages of risk behaviors and disease\textsuperscript{32,33}. These developments highlight the importance of external validity and the need for samples that are representative of the target population and for results that are generalizable to the target population.

In the evaluation of behavioral on social interventions such as HIV prevention interventions, the representativeness of the sample is important because the acceptance of the risk-reduction intervention messages depends on the norms, attitudes, and experience of the participants and the target population. These determinants of behavior change are dependent on factors such as gender roles, racial and ethnic identification, and sociodemographic variables. A key part of the evaluation is to adequately sample the community and assess the proportion of the population reached by the intervention. A randomized clinical trial of an intervention that works well in a self-selected sample may not be effective if it is disseminated to the target population. Therefore, representative or probability samples are particularly important in evaluating community-based interventions that aim to provide risk-reduction messages to everyone at risk in the targeted communities.

**Challenges specific to community-based studies**

In some studies, community has been defined as a geographic area of residents and non-residents who frequent the area to transact business or to seek entertainment. In other studies, community has been defined as membership in a certain population; for example, a population characterized by sexual or drug-related risk behaviors\textsuperscript{34,35}. Operationally, these definitions of a community do not facilitate constructing a sampling frame (a comprehensive list) of the target population or determining its size and characteristics. Not surprisingly, it is equally difficult to develop a sampling frame of the non-residents frequenting a geographically defined area, to estimate their number, and describe their characteristics\textsuperscript{36}. The unknown mobility of members of the target population does not help to ensure that each member has a known, non-zero probability of selection. Thus, constraints in defining the community make it difficult to delineate geographic boundaries, to determine the denominator of the target population, and to assess the probability of selecting the study sample.

Changing community conditions also add to the complexity of constructing and updating sampling frames and reproducing the strategy at other sites and at other times, especially in multiyear intervention studies that are evaluated by analyzing data collected from repeated cross-sectional samples\textsuperscript{37,38}. For example, houses may be demolished, businesses may close, and commercial sex workers or drug users may change their territory in response to police pressure, community action, or other conditions\textsuperscript{39}. Other practical constraints also affect the ease of selecting representative or probability samples. These constraints include weather conditions, safety concerns, periodicity of attendance of the study population at accessible locations, and negotiating with community leaders for access to the community. These conditions also influence interview rates, including people’s availability for street interviews and the difficulty of rescheduling anonymous street interviews, and they have implications for external validity.

**Challenges specific to the population and topics of investigation**

Unlike the four strategies described in this article, traditional probability sampling (e.g., door-to-door household surveys, telephone surveys, and facility-based surveys) underestimates the population at risk for HIV infection because it is less likely to reach these populations (e.g., drug users and commercial sex workers)\textsuperscript{40,41}. In many instances, the cost of screening the general population to construct a sampling frame of high-risk persons, or to estimate the size of the high-risk population, may exceed the cost of interviewing these high-risk persons\textsuperscript{42}. In addition, the time needed to construct a sampling frame may be impractical, even unethical, in view of the urgent need to control the HIV epidemic\textsuperscript{43}. Some members of these populations may not live in conventional dwellings or seek health care regularly, and many may provide unreliable answers to protect their privacy if selected through traditional probability strategies\textsuperscript{44,45}. The use of public data sets does not facilitate the selection of people at high risk for HIV infection because these data sets often do not capture the population of interest (e.g., commercial sex workers).

Populations at high risk for HIV infection may be considered rare, because they constitute a small proportion of the general population\textsuperscript{46} hidden, because they are difficult to find\textsuperscript{36,40} and difficult to sample, because their size is difficult to determine\textsuperscript{46}. Kish\textsuperscript{47} defined elusive populations as those for which it is difficult to construct a sampling frame that allows the application of probability sampling.

The topics of investigation in HIV prevention research, which necessitate questions about high-risk sexual and drug-related behaviors, add to the challenges of selecting representative or probability samples. These topic-related challenges stem
from the private nature of sexual behaviors, the illegality of many behaviors, particularly drug use, and the social stigma associated with engaging in HIV risk behaviors and with becoming HIV infected.

**Sampling in HIV intervention studies**

To address the various challenges of sampling encountered in community-based HIV intervention studies, researchers have used several alternative strategies for selecting street and network samples of the population at risk for HIV infection. Some of these strategies are better than others for eliminating, reducing, or controlling bias. In some of these strategies, random selection is used in several, but not all, stages of sampling, and the exact probability of selecting each person is unknown. Although less than ideal from a theoretical perspective, these strategies are a practical necessity for selecting representative samples when traditional sampling methods are not likely to yield successful results.

Information on sampling strategies appears in reports of study outcomes and in reports of methods. We reviewed the methodological reports published during 1985-2001 of the sampling strategies used in community-based HIV-prevention intervention research. We obtained the reports by searching databases (AIDSLINE and Medline) and networking with other researchers. As part of another project, researchers are reviewing the sampling information in outcome reports (CDC, unpublished data, 2000). We found four distinct strategies used in place of traditional probability sampling for selecting street and network samples in community-based HIV intervention studies: 1) targeted, 2) stratified, 3) time-space, and 4) respondent-driven.

**Targeted sampling**

Targeted sampling calls for the collection and use of quantitative data (e.g., institutional data) and qualitative data (e.g., ethnographic interviewing) in selecting the sample. Existing indicator data, usually collected by public or private agencies for surveillance or service-delivery needs, are used to delineate the geographic boundaries for the intervention and to describe the target population. Indicator data typically include admissions to drug treatment, drug-related hospital emergency admissions, drug-related deaths, drug-related arrests, cases of STDs and HIV/AIDS, and population characteristics from census data. Additional data sources include ethnographic data and the observations of outreach workers. These data are used to develop the sampling frame of locations where the target population may be found and to characterize the sample in terms of variables such as age, race, location, and other important features. Specific locations for sampling are then randomly selected from the sampling frame. Interviewers then go to the selected locations and recruit drug users who are willing to participate in the study or interview.

Targeted sampling has been used in community-based HIV interventions to select street samples of out-of-treatment drug users. Targeted sampling depends on the accuracy and comprehensiveness of ethnographic mapping and the analysis of indicator data. It is clearly better than convenience or other forms of non-probability sampling because it ensures the inclusion of persons with varied demographic and risk characteristics. Targeted sampling requires experienced staff and several months of data collection and analysis before recruiting and interviewing can begin.

Targeted sampling has several limitations. First, because indicator data were collected for other aims, they may not be very useful in characterizing the target population, or even the population that needs HIV-prevention interventions. For example, minority populations may be over-represented in police statistics, or data may be reported for different geographic areas such as police districts (drug-related arrests), health districts (STDs), or zip codes (AIDS cases and drug-related hospital emergency admissions).

Second, because targeted sampling does not specify how persons are selected for recruitment, the resulting sample may be biased and difficult to replicate. Interviewer and self-selection biases may result when random selection rules are not used to sample drug users. For example, because of safety concerns, outreach workers may restrict the recruitment of drug users to highly visible public areas or may place themselves where drug users know where to find them. As a result, targeted sampling may undersample drug users who do not occupy obvious niches in the community or who do not approach outreach workers (e.g., young injection drug users and those who maintain daily activities, such as jobs, despite their drug use). The analysis of longitudinal data has shown that targeted sampling tends to recruit those who are at higher risk for HIV infection, and only later to recruit those at lower risk.

Finally, in targeted sampling, geographic areas may not be sampled in proportion to numbers of drug users, drug users may not be sampled in proportion to intensity of drug use, and the probability of selecting drug users may not be known. All of these factors influence the validity or generalizability of the data.

**Stratified sampling**

In stratified sampling, the target community is divided into strata; for example, community locations (e.g., houses, residential blocks, street corners, hangouts, parks), businesses (e.g., bars
and restaurants), and agencies (e.g., shelters and drop-in centers). To prepare for the sampling process, project staff members list the locations in each stratum and then construct a sampling frame of the target population for only the locations that they have randomly selected from the list. Thus, the sample is selected from each stratum in stages. In stage one of a two-stage sampling strategy, a random sample of the locations is selected from each stratum. In stage two, researchers select a sample of the target population from the randomly selected locations. Kipke et al.\textsuperscript{37,59} used this strategy to select a sample of high-risk street youth. This strategy was also used at the Philadelphia site of the Women and Infants Demonstration Project to evaluate an HIV risk-reduction intervention with young, sexually active women\textsuperscript{11,60,61}.

In stratified sampling, researchers conduct formative research and collect sampling-related data to define the target population and characterize the strata, and then use these data to determine the proportions of the sample selected from each stratum. This strategy allows researchers to construct a sampling frame of the target population for the last stage only (e.g., the randomly selected locations), thus eliminating the need for, and the impracticality of, constructing sampling frames for all strata and reducing sampling-related costs. If a detailed sampling frame of people cannot be constructed for the randomly selected locations, predefined, strata-specific random or systematic selection rules can be used to reduce interviewer- and self-selection biases. Stratified sampling allows researchers to concentrate the project staff members in the selected locations rather than to spread the field staff throughout the community, also reducing sampling-related costs. Stratification allows researchers to analyze data by relevant characteristics of the population (e.g., locations of high-risk vs low-risk populations) and to produce stratum-specific estimates. In addition to the selection of local community residents, stratified sampling also allows the selection of non-residents who frequent the selected locations and people who engage in high-risk activities—two groups that are common targets of community-based HIV interventions. An added advantage is that researchers can replicate the sampling procedures to study changes in behavior. An important caution is the issue of intraclass correlation, which arises when the persons at a location have homogeneous characteristics. Researchers need to incorporate this effect (also known as the clustering or design effect) into the statistical analysis to obtain valid inferences\textsuperscript{2,62-66}.

Difficulties with stratified sampling include keeping the list of the locations up-to-date, especially as community conditions change, covering all strata and subgroups of the population, sampling accurate proportions of high-risk groups, particularly when their size is not known, and accounting for participants’ mobility between locations. Because it may be difficult to weight the sample from each stratum, the sample may not be representative of the target population.

### Time-space sampling

Time-space sampling (also known as venue-based sampling) is a probability-based method for recruiting members of a target population at specific times at congregating locations (also known as venues)\textsuperscript{38,67}. Venue-day-time (VDT) units, (e.g., a 4-hour period on Monday at a given location), representing the universe of potential places, days and times, form the sampling frame. Project staff members identify the range of VDT units for the members of the target population by interviewing service providers, key informants, and members of the target population. Following that, the project staff members canvass the venues and prepare a list of VDT units that are considered potentially eligible on the basis of headcounts and screening interviews. This information allows project staff members to estimate for each VDT unit the size of the population and the number eligible for sampling. The sample is then selected in stages. In stage one of a two-stage sampling strategy, project staff members select a simple random or stratified sample of all VDT units listed on the sampling frame (preferably with a probability proportional to the total number of the eligible population for each VDT unit). In stage two, participants are systematically selected from the randomly selected VDT units. Time-space sampling also allows sampling in informal venues, such as house parties or parades, to reach closeted or younger members of the target population, or those who typically do not frequent the more public venues. Time-space sampling was used to select a representative sample of young men who have sex with men (MSM) in the Community Intervention Trial for Youth\textsuperscript{68,69} and was also used in survey research with MSM\textsuperscript{38,70,71}.

Time-space sampling depends on the formative research on which it is based and is more practical for lengthy, well-funded studies. An accurate count of the persons at the venues is extremely important, and researchers need to understand the attendance habits of their populations. Time-space sampling provides for the selection of a probability sample or a representative sample of the target population who visit the venues listed in the sampling frame. To allow generalization to the target population, visitors and non-visitors of the listed VDT units, researchers need to use a weighting mechanism to reflect the probability of attendance for the VDT units listed on the sampling frame, the probability of selecting a specific VDT unit, and the probability of being interviewed for the selected VDT unit\textsuperscript{68}. To ensure a probability sample, project staff members need to sample all entrances of spacious venues in proportion to frequency of use.

Time-space sampling assumes that most of the target population has set patterns for visiting different locations, which may be true for some populations, but not for others. Excluding venues or times of low attendance or excluding venues that provide limited access may introduce selection
biases. Oversampling smaller venues may ensure a more representative sample, but this procedure may be expensive.\(^{69}\)

**Respondent-driven sampling**

Respondent-driven sampling is predicated on the recognition that peers are better able than outreach workers and researchers to locate and recruit other members of a hidden population. At First glance, respondent-driven sampling may seem similar to snowball sampling, because both snowball and respondent-driven sampling are types of chain-referral sampling. However, they do differ in major ways.

Snowball sampling is a form of non-probability sampling in which participants give the study staff members the names of their peers so that staff members can recruit them into the study. Because snowball sampling is not based on probability theory, researchers cannot produce population estimates based on the data collected through such sampling. Respondent-driven sampling is designed to produce probability samples of the target population and to overcome the biases associated with snowball sampling.\(^{57,72,73}\) Like standard probability sampling, respondent-driven sampling provides a means of selecting a sample and evaluating the reliability of the data obtained, and allows inferences about the characteristics of the population from which the sample is drawn.\(^{72}\)

Similar to other forms of chain-referral sampling, respondent-driven sampling starts with a small number of peers, usually chosen non-randomly. However, unlike the recruitment procedures used in other forms of chain-referral sampling, the procedures in respondent-driven sampling incorporate the direct recruitment of peers by their peers, recruitment quotas (e.g., three recruits only), and a dual system of incentives (for participation and for recruiting). Respondent-driven sampling was used in evaluating an HIV risk-reduction intervention with drug users.\(^{74}\) "Steering" (i.e., additional) incentives have been used to increase the recruitment of peers that belong to specific subgroups, such as injection drug users who are 18 to 25 years old.\(^{73}\) Respondent-driven sampling is particularly useful for sampling populations that do not trust the research community.\(^{75}\) Analysis of data obtained from respondent-driven samples of drug users has shown that respondent-driven sampling controls the biases associated with chain-referral sampling and results in representative samples of drug users.\(^{67,72,73}\)

The strengths of respondent-driven sampling are many. Quotas lengthen referral chains, helping to eliminate or reduce the biases associated with the initial choice of peers, and allowing deeper penetration into the diverse and isolated sectors of the population.\(^{72}\) Quotas also reduce volunteerism (the willingness to participate as a respondent) and limit the ability of peers with larger personal networks to recruit more extensively than peers with smaller networks.\(^{67}\) The choice of the recruitment quota depends, in part, on the size of the population and the sample size required. Recruitment quotas ensure that semiprofessional recruiters do not merge and battle for turf, thus giving all peers the opportunity to recruit their peers. The incentive structure and the quota system reduce masking (the lack of willingness to refer peers for participation as respondents) because these procedures allow participants to ask their peers whether they are willing to participate, and allow participants who may not be comfortable giving the name of a peer to a researcher to recruit that person directly. Refusal by potential participants is a problem inherent in all sampling strategies because participation in research studies is always voluntary. However, respondent-driven sampling allows researchers to determine empirically the extent to which volunteerism affects sampling by examining the association between self-reported network composition and peer-recruitment patterns.

To ensure the recruitment of members who differ from the initial recruiting peers, and to ensure an adequate sample of the population, at least four to six chains (waves) of recruitment are needed. This principle of recruitment, validated empirically for respondent-driven sampling, is based on the “six degrees of separation”, which suggests that only half a dozen links are required to connect everyone in the country.\(^{76}\) Procedures have been established for computing the number of waves needed to obtain a representative sample of the target population.\(^{77,73}\) To assess the adequacy and biases of the sample, researchers can compare the data collected from participants on the composition of their personal networks (e.g., demographic and behavioral characteristics) and the characteristics of those who were actually recruited. The rather close correspondence between the characteristics of the persons recruited and the characteristics of their networks (recruitment matrix) has shown the potential of respondent-driven sampling for reducing volunteerism and masking.\(^{57}\) Additionally, analytic procedures have been established for weighting the sample to compensate quantitatively for differences in homophily the tendency to recruit peers with characteristics similar to those of the recruiters and network size.\(^{73}\)

Respondent-driven sampling assumes that persons at risk are connected in a network and have ties to other persons at risk. Because respondent-driven sampling does not require large-scale retrieval and analysis of indicator data, it proceeds relatively quickly. Formative research is embedded in the sampling process and interview data and is not required before sampling starts. Respondent-driven sampling provides the ability to select a sample and to collect information about the social structure from which the sample is drawn. As community conditions (e.g., network structure) change, researchers can analyze the recruitment matrix data to identify these changes.
Respondent-driven sampling provides the ability to reach persons who shun public venues and is practical in small, modestly-funded projects. It is particularly appropriate when sampling groups of people who are linked by certain behaviors, such as drug use, or certain characteristics, such as HIV infection.

Respondent-driven sampling has several limitations. Although it is easier to collect and compare data on the socio-demographic characteristics and the network composition of persons recruited and those of the recruiters, it is harder to do so for the more personal HIV-related characteristics, such as sexual and drug-related behaviors and HIV status. These characteristics are a concern because they may be associated with infection probabilities. Recent work in respondent-driven sampling has shown its potential to produce representative samples, although these results need to be replicated to gain wider acceptance by the research community.

Conclusions

Studies evaluating community-based HIV interventions need to be conducted with scientific rigor to allow confidence in the results and generalizability of results to the target population. However, generalizability of the results is often dependent on the hard-to-implement traditional probability sampling strategies, which cannot usually be implemented successfully in community research settings, particularly when studying high-risk sexual and drug-related behaviors. Thus, although traditional probability sampling is important to reduce selection biases and to enhance the validity and generalizability of results, it is difficult and expensive to conduct in community-based HIV intervention studies. These challenges make the use of creative sampling strategies to select representative or probability samples of high-risk populations a real necessity. Although we focused on the challenges faced and the sampling strategies used in community-based HIV interventions, these challenges and strategies are applicable to sampling other hard-to-reach populations in community health studies. Wherever possible, we also mention the trust of participants, in respondent-driven sampling. Staff members must spend considerable time gaining the trust of participants, in respondent-driven sampling respondents are recruited by acquaintances, so sampling proceeds more quickly.

Researchers need to use appropriate analytic tools that take into consideration sampling-related data (e.g., control for selection biases, intra-class correlation, and weighting). In stratified sampling and in time-space sampling, for example, the use of weights controls for differential selection probabilities. In intervention studies that use peers to recruit the sample and to deliver the intervention, it is important to differentiate between the intervention effect associated with the peer-delivered intervention and the effect associated with peer recruitment. Thus, researchers may need to examine whether the peer-sampling strategy is itself a low-level intervention that enhances the effect of the peer-delivered intervention.

Because sampling procedures are especially tedious in community settings, staff training and intensive quality-control measures are needed. In table 2, we present selected sampling steps that could be used in sampling strategies that use a trained staff to select the sample. These steps capitalize on the strengths of the sampling strategies we reviewed and can be used as criteria for evaluating the sampling procedures used in community-based intervention studies.

Although our review reveals that researchers have used particular sampling strategies with cer-
tain populations (e.g., targeted and respondent-driven sampling with drug users, time-space with MSM, and stratified with heterosexual populations), these sampling strategies are not specific to certain populations. The choice of a particular sampling strategy depends on study aims, characteristics of the target populations, and considerations of external validity. In selecting a sampling strategy, researchers need to consider the advice of sampling statisticians, the biases (interviewer, self-selection, location, and time) that are inherent in the strategy, and the various ways that these biases can be avoided or minimized through formative research and through collection and analysis of sampling-related data. To improve sampling strategies in HIV intervention research, it is important that researchers and editors of scientific journals and books value the reporting of details of the sampling strategies used. It is equally important that authoritative books on sampling cover the sampling of hidden populations.

The theoretical and methodological benefits of representative or probability samples are clear, but the effects of different sampling strategies on research results are harder to demonstrate. Several questions warrant further consideration. First, we know little about the comparative costs of the strategies or the comparative representativeness of samples of the same population. Sampling research may benefit from comparing the cost and composition of samples of the same population (e.g., drug users or MSM) selected from a given community by different sampling strategies. It would be important, for example, to know whether some members of the population would be missed in time-space sampling but selected in respondent-driven sampling. Alternatively, in some studies researchers may use more than one strategy, e.g., targeted and respondent-driven sampling, to select the sample and obtain the required sample size. It seems important that we also develop an understanding of whether combining strategies in a single study would bring out complementary strengths or complementary weaknesses of the different strategies used, or would make it hard to interpret the sampling design that was used and the results that were obtained.

Second, researchers can answer sampling-related questions by analyzing relevant data sets and using modeling or meta-analytic techniques. Because internal validity does not ensure external validity, it is crucial to examine whether intervention studies that use internally valid methods produce different effects depending on the sampling strategies used. Researchers can analyze intervention effects in relation to sampling strategies and in relation to population characteristics. Such analyses may be useful in learning about the situations in which sampling biases are most likely to affect the overall conclusions of a study. In other words, researchers can examine whether there is a relationship between significant intervention effects and sizes and the general rigor of the sampling strategy. Thus, it may be possible to

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Population</th>
<th>Formative research</th>
<th>Study duration</th>
<th>Budget</th>
<th>Recruiters</th>
<th>Strengths or Limitations</th>
<th>External Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targeted</td>
<td>Drug users</td>
<td>Street</td>
<td>Considerable</td>
<td>Multiyear</td>
<td>Limited</td>
<td>Excludes certain locations, times, and populations</td>
<td>Limited</td>
</tr>
<tr>
<td>Stratified</td>
<td>Youth at risk</td>
<td>In multiple settings</td>
<td>Considerable</td>
<td>Multiyear</td>
<td>Moderate</td>
<td>Excludes certain times (e.g. evening hours)</td>
<td>Moderate</td>
</tr>
<tr>
<td></td>
<td>Women at risk</td>
<td>(e.g., community locations, businesses, and agencies)</td>
<td></td>
<td></td>
<td></td>
<td>Includes community residents and nonresidents</td>
<td></td>
</tr>
<tr>
<td>Time-space</td>
<td>Men who have sex with men</td>
<td>In public locations</td>
<td>Considerable</td>
<td>Multiyear</td>
<td>Considerable</td>
<td>Selects visitors to specific locations</td>
<td>Considerable</td>
</tr>
<tr>
<td>Respondent-driven</td>
<td>Drug users</td>
<td>Rare populations*</td>
<td>Minimal</td>
<td>Short</td>
<td>Minimal</td>
<td>Peers</td>
<td>Provides a representative or probability sample</td>
</tr>
</tbody>
</table>

Note: The sampling strategies have the potential to produce representative or probability samples when sampling-related data (e.g., weights) are collected and analyzed.

*Rare populations constitute a small proportion of the general population.
examine whether a trend in intervention effects is associated with the sampling strategy used.

Finally, future studies can examine the effects of using representative or probability samples by comparing intervention effects for different segments of the sampled population, or by weighting the sample to favor easy-to-sample groups and comparing results when hard-to-reach populations are included. Modeling exercises [for example86] can be used to compare a particular sampling strategy and a more traditional sampling strategy with respect to bias and variability of estimates. Triangulation, or the use of several data sets, can be used to evaluate the extent to which a sample is representative of the target population.

For the foreseeable future, stopping the spread of the HIV epidemic among high-risk populations relies in part on the development, evaluation, and transfer of effective HIV risk-reduction interventions87,88. It is crucial to use sampling strategies that control various sampling biases and to continue to improve selection of representative or probability samples of the full spectrum of the target population. These efforts would increase the scientific rigor, credibility, and usefulness of community-based HIV intervention studies. Although populations at risk for HIV infection may be referred to as “difficult to sample”, probability or representative samples from these populations can be selected with good planning, adequate resources, and the collection and analysis of sampling-related data.
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Table 2. Sampling steps

<table>
<thead>
<tr>
<th>Before sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Include in the sampling frame all strata and locations (sites or venue-day-time units)</td>
</tr>
<tr>
<td>2. Approximate the number of the target population in each stratum and location</td>
</tr>
<tr>
<td>3. Determine proportional allocation of sample between different strata and locations</td>
</tr>
<tr>
<td>4. Train interviewers to use the sampling strategy</td>
</tr>
<tr>
<td>5. Implement ways to boost participation rates in the screening and core interviews</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>During sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Select a random or a proportionate stratified sample of locations from each stratum</td>
</tr>
<tr>
<td>2. Choose each location with a probability proportional to the estimated total of the target population</td>
</tr>
<tr>
<td>3. Use random or systematic sampling when feasible, or use random selection procedures to select respondents</td>
</tr>
<tr>
<td>4. Interview all persons who are eligible</td>
</tr>
<tr>
<td>5. Collect data on mobility of respondents (mobility affects the probability of selection)</td>
</tr>
<tr>
<td>6. Collect data to calculate weights in order to control for an unequal probability of selection</td>
</tr>
<tr>
<td>7. Collect data to assess selection biases in the screening and core interviews</td>
</tr>
<tr>
<td>8. Supervise the sampling</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>During analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Compute attendance rates at locations and rates of participation in the screening and core interviews</td>
</tr>
<tr>
<td>2. Compare respondents interviewed in the different strata and locations, by characteristics associated with the outcomes of interest</td>
</tr>
<tr>
<td>3. Assess reasons for refusal to participate in the screening and core interviews and determine whether refusal rates are associated with selection biases</td>
</tr>
<tr>
<td>4. Assess representativeness of the selected samples by comparing the data with other data sets (e.g., a similar strategy in a different setting or a different strategy in a similar setting)</td>
</tr>
<tr>
<td>5. Incorporate weights into the analyses to reflect unequal probabilities of selection, incomplete sampling frame, and rates of no response</td>
</tr>
<tr>
<td>6. Assess the need to use statistical programs that incorporate the design effect</td>
</tr>
<tr>
<td>7. Compare the achieved sample and the desired sample</td>
</tr>
</tbody>
</table>


